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Motivation: true story from a research project
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• surface defect detection in 
industrial settings

• binary classification of input
images
(see the black, circular
workpiece)

The task

• limited number of images 
available 

The 
problem

• transfer learning with very few 
samples (few-shot learning) 

• pre-trained models on data with
differing similarity btw. source 
and target domain

The idea

source: Domain Transfer for Surface Defect Detection using Few-Shot Learning on Scarce Data

(should appear on IEEE Xplore soon)

𝑠𝑖𝑚 𝑠𝑜𝑢𝑟𝑐𝑒, 𝑡𝑎𝑟𝑔𝑒𝑡 = 𝑙𝑜𝑤,
𝑑𝑎𝑡𝑎𝑣𝑜𝑙 = ℎ𝑖𝑔ℎ

ImageNet

Caltech101

DAGM

similarity of training data to target domain
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Mechanical seals 

(our target data)

𝑠𝑖𝑚 𝑠𝑜𝑢𝑟𝑐𝑒, 𝑡𝑎𝑟𝑔𝑒𝑡 = ℎ𝑖𝑔ℎ, 
𝑑𝑎𝑡𝑎𝑣𝑜𝑙 = 𝑙𝑜𝑤



Motivation: true story from a research project
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Models pre-trained on ImageNet or 

Caltech101:

• classified majority of images 

correctly

• but: did not focus on the 

workpiece

• did the right thing, but for the 

wrong reason

(such a setting was coined as the 

“Clever-Hans Effect” in [28])

Models pre-trained on smaller data 

set with higher similarity to target 

domain (DAGM)

• identified damaged regions on 

the workpiece and based 

decision on these

• did the right thing (almost as 

good) and for the right 

reason

Grad-CAM, consistent behaviour over the images in the test set

source: Domain Transfer for Surface Defect Detection using Few-Shot Learning on Scarce Data

(should appear on IEEE Xplore soon)

Findings:

• damaged workpieces were 

redorded at a later point in time 

(6 weeks) by industry partner

• hidden effects in the data



▪ some basic experience with XAI

▪ common sense 

Prequesites to understand this talk
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XAI terminology in a nutshell

A first rough categorization (according to works like e.g. (Guidotti et al., 2018), (Adadi et al., 2018))
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intrinsically interpretable models
 (white box model): understandable 

black box models: 
require explanation to become 

understandable

local explanations: 
explain a model‘s prediction of a 

single data item

global explanations: 
explains the entire ML model

model-agnostic explainers: 
can explain any model 

model-specific explainers: 
specific to a type or class of models



XAI terminology in a nutshell

▪ intrinsically interpretable model:  𝒖𝒏𝒅𝒆𝒓𝒔𝒕𝒂𝒏𝒅 𝑴𝒋 𝒙  or  𝒖𝒏𝒅𝒆𝒓𝒔𝒕𝒂𝒏𝒅 𝑴𝒋  

 vs.

▪ explanations: 𝜺𝒊 𝑴𝒋 𝒙  or  𝜺𝒊 𝑴𝒋  
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(for non-intrinsically interpretable 

models) model-agnostic model-specific

local

(outcome explanation)
𝜺𝒊 𝑴𝒋 𝒙  𝑖 = 𝑐𝑜𝑛𝑠𝑡 ;  ∀ 𝑗 𝜺𝒊 𝑴𝒋 𝒙  𝑖 = 𝑗 ;  ∀ 𝑖, 𝑗 

global

(model explanation)
𝜺𝒊 𝑴𝒋  𝑖 = 𝑐𝑜𝑛𝑠𝑡 ;  ∀ 𝑗 𝜺𝒊 𝑴𝒋  𝑖 = 𝑗;  ∀ 𝑖, 𝑗 

Notation:

𝜺𝒊(… ): explanation

𝒖𝒏𝒅𝒆𝒓𝒔𝒕𝒂𝒏𝒅(… ): understanding an  

                             explanation 

                             or an instriniscally 

                             interpretable model

𝑴𝒋: machine learning model

𝒙: data item (e.g. image, time series)

𝑴𝒋 𝒙 : prediction of ML model

We should not forget:

Also for (post-hoc) explanations, the following is true: 𝒖𝒏𝒅𝒆𝒓𝒔𝒕𝒂𝒏𝒅 𝜺𝒊 …



Just briefly, 

some own work…
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XAI for time series classification
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Explainable AI for Time Series Classification: 

A Review, Taxonomy and Research Directions

https://doi.org/10.1109/ACCESS.2022.3207765

𝑴𝒋 𝒙

subsequences

based
time points based instance based

explanation types

Attributions

Attentions

SAX

Shapelets

Patches

Prototypes

Feature-based

Prototypes

Counterfactuals

Feature-based

Results:

• vast majority of approaches not evaluated with users

• most approaches are model-specific

• a bit underresearched, lacking maybe 2-3 years behind 

XAI for computer vision

https://doi.org/10.1109/ACCESS.2022.3207765


Spectral and spatio-temporal explanation for multivariate EEG time series
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Approach: Classification with 1D-CNN and 3D-CNN. 

Hybrid SHAP-based explanation in spectral, spatial and 

temporal dimension.

XAI4EEG: spectral and spatio-temporal explanation of deep learning-

based seizure detection in EEG time series

https://doi.org/10.1007/s00521-022-07809-x

EEG channels on scalp

• explanation in domain-specific terminology

• hybrid explanation covering several aspects 

of the time series

https://doi.org/10.1007/s00521-022-07809-x


● A high number of prototypes with semantic overlap do 

not add to interpretability, since this violates the 

principle of sparsity.

● we proposed a SPARROW to obtain semantically 

coherent prototypes 

(mainly conducted by a PhD student at an industry 

partner and at Tuebingen University )

● bases on ProtoPNet by Chen et al.

● approach requires a ground truth data set with image 

patches

SPARROW: Semantically coherent prototypes for image classification
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Stefan Kraft, Klaus Brölemann, Andreas Theissler, Gjergji Kasneci (2021).

SPARROW: Semantically Coherent Prototypes for Image Classification

https://www.bmvc2021-virtualconference.com/assets/papers/0896.pdf

https://www.bmvc2021-virtualconference.com/assets/papers/0896.pdf


Model selection based on outputs: loosely related to XAI
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Problem setting:

A large number of ML model candidates is generated during training. 
Ranking by one single metric does not reflect all aspects of the 
models.

Approach:
Comparative evaluation and selection of of ML classifiers based on 
their high-level outputs (confusion matrices)

12 Deep Learning

model candidates

(VGG, MobileNet, 

ShuffleNet, ResNet 

with different window sizes)

…

ConfusionVis:

Class labels

Prediction    AB    BW    FW    SW    HB    NN

AB 995    75    250   24   192   101

BW   65   566     49    7     5    14

FW  505    66   2554    4   155    25

SW  39     11     10  353     0     3

HB  790     9    175    1   2833   10

NN  117    17     23    5      5  291

Class labels

Prediction    AB    BW    FW    SW    HB    NN

AB 995    75    250   24   192   101

BW   65   566     49    7     5    14

FW  505    66   2554    4   155    25

SW  39     11     10  353     0     3

HB  790     9    175    1   2833   10

NN  117    17     23    5      5  291

www.ml-and-vis.org/mex

www.ml-and-vis.org/confusionvis

Result: in a case study, the marine biologist identified a model that 

would not have been selected by considering the accuracy.

Theissler, A., Thomas, M., Burch, M., Gerschner, F. (2022),

ConfusionVis: Comparative evaluation and selection of multi-class classifiers based on confusion matrices. 

Elsevier Knowledge-Based Systems
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What‘s left for us to do … 

… some (preliminary) thoughts
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5 problems 

(open or partially solved)

we might want to work on

13



XAI: What‘s left for us to do… some thoughts (Problem 1)

Many of our explainers show where in 𝒙 data points influenced the prediction 𝑴𝒋 𝒙 , 

but not why the prediction was made.

We tend to forget:

𝒖𝒏𝒅𝒆𝒓𝒔𝒕𝒂𝒏𝒅 𝜺𝒊 …
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LRP, created with: lrpserver.hhi.fraunhofer.de/image-classification

works fine here:
not so clear here:

Let‘s call this: 

The non-inherent semantics problem



We build our explainers 𝜺𝒊 …  with the target users in mind. 

So we tailor our explainers towards ML engineers, domain 

experts, or laymen, etc. (well, sometimes at least…) such 

that:

𝒖𝒏𝒅𝒆𝒓𝒔𝒕𝒂𝒏𝒅(𝜺𝒊 … )

However: users have learning curves,

users „understand“ in hierarchical manners, i.e.: 

𝒖𝒏𝒅𝒆𝒓𝒔𝒕𝒂𝒏𝒅 = 𝒇(𝒖𝒔𝒆𝒓 𝒂𝒏𝒅 𝒕𝒊𝒎𝒆) 

XAI: What‘s left for us to do… some thoughts (Problem 2)
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Let‘s call this: 

The dynamic-target-user problem

target user learning curve (usually not considered)
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XAI: What‘s left for us to do… some thoughts (Problem 3)

From different ML models 𝑴𝒊 we expect:

𝑴𝒊 𝑿 ≈ 𝑴𝒋(𝑿);  ∀ 𝑖, 𝑗

So from different explainers 𝜺𝒊 we should intuitively desire:

𝜺𝒊 …  ≈  𝜺𝒋 … ; ∀ 𝑖, 𝑗

● However, we observe that we get rather different explanations from different explainers.

● A recent experimental study (Bodria et al., 2023) showed that XAI methods for computer vision may yield 

highly variant results. A fact that corresponds with our experience using XAI models.
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Let‘s call this: 

The variance problem



XAI: What‘s left for us to do… some thoughts (Problem 4)

One strong motivation for XAI is: 

We want to explain black box models in order to trust them.

However: 

Can we trust our XAI models?

● Might it be that our XAI models behave like black boxes* aswell ?

● Are we explaining a black box with a black box ?

● Do we need trustworthy XAI ?

* hyperparameters, interpretation of explanations, SW libraries 

Explainable AI: how far we have come and what's left for us to do.  (Andreas Theissler) 17

Let‘s call this: 

The nested-black-box problem



XAI: What‘s left for us to do… some thoughts (Problem 5)

● Application-/Human-grounded evaluation is often avoided in papers

▪ e.g. from > 60 time series-specific XAI approaches reviewed in (Theissler et al., 2022) 

only four were evaluated with a user study

● Functionally-grounded evaluation offers a variety of metrics

1. quantitative metrics presumably needs to be developed further 

(see e.g. (Schlegel and Keim, 2023)), but 𝒖𝒏𝒅𝒆𝒓𝒔𝒕𝒂𝒏𝒅 𝜺𝒊 …  is hard to quantify

2. users should be involved in testing

3. Should we really automatically view ante-hoc methods as interpretable?

▪ e.g. deep decision trees, shapelets for time series, prototypes retrieved from latent space, … 

▪ Note that “transparency” has been discussed at three levels in (Lipton , 2018). Adding explainability to a black-box does not necessarily make the entire 

model understandable, but rather sheds light on specific parts of the model or the model’s decisions.

▪ i.e. testing these methods regarding loss of accuracy w.r.t. non-interpretable model might not be sufficient
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(Doshi-Velez and Kim, 2017)

Let‘s call this: 

The evaluation problem



Some more thoughts…
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Higher-order explanations 
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see: Explainable AI for Time Series Classification: A Review, Taxonomy and Research Directions

https://doi.org/10.1109/ACCESS.2022.3207765

Can we build “higher-order explanations”?

● Using higher-level ways of explanations in addition to saliency maps

● Textual explanations, possibly in domain-specific terminology, seem to be a promising direction.

● Concepts seem promising

● Factuals and counterfactuals seem promising

https://doi.org/10.1109/ACCESS.2022.3207765


Ensemble XAI

If we think of machine learning, one option to tackle the variance problem are ensembles.

Can we exploit the idea of ensembles for XAI?

(We meant to call our hybrid SHAP-based explanation for EEG data an “ensemble” –

but we chickened out because we only had two explainers…)
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𝜺𝟏(…)

𝜺𝟐(…)

𝜺𝒏(…)

voter

...

ML modeldata 𝜺𝒆𝒏𝒔𝒆𝒎𝒃𝒍𝒆(…)



Guide model training with XAI

Can we exploit XAI for more efficient ML model training?

● to guide the model

● to overrule the model

● to evaluate and adapt the training data

(small-scale research project started)
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Observation:

● large part of work in XAI done on tabular data and computer 

vision

Less work done on time series, possible reasons:

● non-inherent semantics problem making it harder to develop 

and evaluate explanations

● availability of data (e.g. Imagenet, CIFAR, MNIST, etc. for 

computer vision)

But: time series are omnipresent

XAI for time series: challenging and a bit „underresearched“
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Manufacturing

Automotive systems

Medicine

and many more…



● XAI may be one cornerstone to make AI 

trustworthy, as demanded e.g. by EU 

legislation and by many domain experts.

● And we have come a long way
▪ see e.g. 

„Explainable Artificial Intelligence (XAI): What we know 
and what is left to attain Trustworthy Artificial Intelligence” 
for a current state-of-the-art

● We need to close the gap between 

𝜺𝒊 …  and 𝒖𝒏𝒅𝒆𝒓𝒔𝒕𝒂𝒏𝒅 𝜺𝒊 …  

So we need to solve plenty of research 

problems on the way, some of them named 

here:

● non-inherent semantics problem

● nested-black box problem

● dynamic-target-user problem

● variance problem

● evaluation problem (that‘s a tough one)

Conclusion
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Thanks!

I am happy to have a discussion during the breaks…
Open for collaborations.

I am here all week. 

Wish you a successful workshop and conference!

Andreas Theissler

Aalen University of Applied Sciences

Germany

andreas.theissler@hs-aalen.de

www.ml-and-vis.org

https://www.researchgate.net/profile/Andreas_Theissler
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