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ABSTRACT
One of the major problems of applying supervised machine learn-
ing methods in real-world problems is the absence of labeled data.
Labeling huge amounts of data is time consuming and cost in-
tensive. Moreover, in many cases, labels can only be assigned by
domain experts like medical doctors or engineers, who have lit-
tle time and do not necessarily have profound machine learning
knowledge. In this paper, we propose an efficient interactive cluster-
clean-label approach. First, to visualize the potentially huge amount
of data, principal component analysis followed by t-SNE projec-
tion is applied. On the 2-dimensional representation of the data,
HDBSCAN clustering is utilized to identify groups of potentially
similar class membership. Subsequently, anomaly detection in form
of an autoencoder is applied on each cluster, and instances that
are likely to belong to different classes are suggested to the user.
The user decides which of these suggested instances to include and
restarts the anomaly detection process with the remaining subset
of instances. This iterative process is repeated until the user is sat-
isfied with the clusters’ purity. Eventually, labels are assigned to
the clusters. The approach is evaluated by a user study with 25
participants using the initially unlabeled MNIST data set, where
on average users were able to label 91.59% of the data set, with
an accuracy of 98.99%. A video showing the approach is available:
https://youtu.be/RsLI0dg90qE.
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1 INTRODUCTION
Methods of machine learning, especially methods of supervised
learning, have achieved outstanding results in almost all areas of
everyday life in recent years. The areas of application are broad
and ranging from computer vision [24], predicting user behavior
[8], machine translation [18] to fault detection [31]. Buettner et
al. [9], for example, achieved great success in the classification

Permission to make digital or hard copies of all or part of this work for personal or
classroom use is granted without fee provided that copies are not made or distributed
for profit or commercial advantage and that copies bear this notice and the full citation
on the first page. Copyrights for components of this work owned by others than the
author(s) must be honored. Abstracting with credit is permitted. To copy otherwise, or
republish, to post on servers or to redistribute to lists, requires prior specific permission
and/or a fee. Request permissions from permissions@acm.org.
VINCI 2020, December 8–10, 2020, Eindhoven, Netherlands
© 2020 Copyright held by the owner/author(s). Publication rights licensed to ACM.
ACM ISBN 978-1-4503-8750-7/20/12. . . $15.00
https://doi.org/10.1145/3430036.3430060

of patients with mental disorders by making use of the random
forest classifier [9, 25]. In [23] machine learning was used for fraud
detection in the banking industry. Moreover, machine learning
can be leveraged to make the production process more efficient or
reducing the downtime of production systems [29, 38].

For the achievement of such accurate and robust results, methods
of supervised learning are used in most cases. These methods follow
a two-phase procedure, which consists of a training and a test phase
[20]. In the training phase, the model is trained with training data,
which is composed of the data points as well as the corresponding
labels. During this phase the model learns to recognize the relevant
characteristics and to map these to the assigned class labels.

Artificial neural networks are well-known examples of super-
vised methods achieving outstanding results in many areas [17].
However, to achieve such excellent results, these methods require
an enormous amount of labeled training data [5]. This need of la-
beled training data is one of the major limitations of supervised
methods in real-world problems, addressed in e.g. [36].

To label the data, often profound knowledge is required in the
respective domain. Depending on the domain and the type of data,
labeling of a whole data set can be a very time-consuming task.
Considering that domain specialists like medical doctors or engi-
neers are typically rare, it is evident that the classification of a data
set is a very cost-intensive process [5, 11].

Motivated by this, a new field of research has developed in recent
years. Promising approaches were published under the keywords
active learning and interactive learning. Also studies in the area of
semi-supervised learning deal with methods combining users and
algorithms to achieve accurate results. Most of these approaches
aim to make the labeling process more efficient by reducing the
number of instances that have to be labeled manually. This subset of
instances is subsequently used to train a model, which is then able
to support the labeling process by predicting labels or proposing
instances that will lead to large information gain for the model. Sev-
eral of these methods suffer from the so-called cold-start-problem.
It describes the situation at the beginning of the task, where no la-
bels are known yet and therefore no predictions or proposals can be
made [5]. Also processes and frameworks combining model-based
and user-driven techniques have been published in the past [6, 11].

In addition to labeling for classification problems, in [32] the
challenges for interactive labeling for supervised anomaly detection
are addressed.

Inspired by the previous work, the research question for this
paper is: “How can we combine the strengths of humans and ma-
chine learning methods to label high-dimensional data sets time-
efficiently and highly accurate?”.

https://youtu.be/RsLI0dg90qE
https://doi.org/10.1145/3430036.3430060
https://doi.org/10.1145/3430036.3430060
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We propose a novel cluster-clean-label-method to label high-
dimensional data set with an interplay of user and machine learn-
ing methods. Starting with unlabeled data, the approach allows
to incrementally improve the proportion and accuracy of labeled
instances.

Following an initial projection onto two-dimensional space with
Principal Component Analysis (PCA) and t-Distributed Stochas-
tic Neighbor Embedding (t-SNE), the data is clustered to identify
groups of instances with potentially similar class membership. The
purity of these clusters is incrementally refined using an autoen-
coder in connection with the user’s decision to include or exclude
instances from clusters. In a final step, representatives of each clus-
ters are presented to the user allowing the user to efficiently label
clusters as classes.

In this work we make the following contributions:

• Wepropose a novel sequence of machine learning techniques
to support the user in the process of labeling a data set.

• Our approach enables domain experts without profound
knowledge of ML to efficiently label a data set.

• In a user study, we were able to improve the results on the
MNIST data set achieved by Vajda et al. [30], a paper which
inspired this work, with an accuracy of 98.99% on the 64,113
(91.59%) labeled instances averaged over the 25 participants.

2 RELATEDWORK
The problem of missing labels has been discussed in various papers
and solutions have been explored. These approaches can be cate-
gorized into (a) model-centric machine learning based approaches
and (b) user-centric approaches using visualization techniques for
knowledge generation. Model-centric approaches are often ascribed
to so-called active learning. Active learning is a special type of in-
cremental machine learning focusing on the incorporation of user
knowledge to improve the model accuracy [28]. Therefore, in gen-
eral, supervised models get trained on a small subset of labeled data.
These models are then used to predict labels of the other instances.
Additionally, the model suggests instances whose labels could sig-
nificantly improve the accuracy. The sampling criteria to suggest
useful instances vary in the different approaches and can be further
categorized into these five groups: uncertainty sampling, query by
committee, error reduction schemes, relevance-based selection, and
data-centered strategies [21, 33, 37]. In contrast, the user-centered
approaches focus on a suitable visualization of underlying data in
order to transfer the active selection of the instances to be labeled
to the user [26, 35]. High dimensional data therefore often has to
be dimensionality reduced. Agis and Pozo showed that by using
a sequence of linear and non-linear methods, namely PCA and
t-SNE, adequate results can be achieved [2]. In the groundbreaking
work [6], Bernard et al. combined both aspects, the visualization
and the active learning part, and refers to it as visual interactive
labeling (VIAL). Based on this Grimmeisen et al. [13] published an
approach for combining strengths of model-based active learning
and user-based interactive labeling.

Peikari et al. [22] presented a significantly different way to solve
the missing label problem. Instead of focusing on reducing the num-
ber of instances to be labeled by a sampling method, they developed
a cluster-then-label method. For this purpose, clustering is used to

find high density regions in the data space which are subsequently
used by a support vector machine to find the decision boundary [22].
Another promising approach, based on clustering, was presented by
Vajda et al. [30], achieving an notable accuracy of 96.37% labeling
the MNIST data set, based on previously formed clusters. Therefore,
they clustered 3 representations of the data set, raw images, PCA
reduced data and data reduced with an autoencoder. Labels are man-
ually annotated to each clusters and subsequently an unanimity
vote defines the final label of the cluster.

Inspired by the findings of Bernard et al. [5] that multi-selection
makes the process of interactive labelingmore efficient, and strength-
ened by the great results achieved by Vajda et al. [30] with cluster-
based labeling, we propose our cluster-clean-label-approach of cluster-
based interactive labeling with an additional cleaning step.

3 APPROACH: CLUSTER-CLEAN-LABEL
The proposed cluster-clean-label-approach1 has the main goal to
find pure clusters with similar class memberships and thus enable
the efficient assignment of labels based on clusters. The approach
is demonstrated and evaluated using the well-known MNIST data
set [16]. The steps of the complete labeling pipeline are shown in
Fig. 1. First, in case of high dimensionality, the unlabeled data is
projected onto a lower dimensional space using the linear method
PCA [1].

Subsequently, the PCA-projected data is further projected onto 2-
dimensional space using t-SNE [19]. This 2D-data is then clustered
with HDBSCAN [10]. Following that, the user selects the desired
cluster and starts cleaning (see Fig. 2). Utilizing an autoencoder per
cluster, instances that appear to have a different class membership
are suggested to the user (see Fig. 5). Following that, the user de-
cides which instances should be kept in the cluster and which ones
should be removed. This cleaning step is repeated until the user is
convinced of the purity of the cluster.

Within the scope of this work, the developed approach is evalu-
ated by a user study using the MNIST data set. It contains 70,000
labeled images of handwritten digits (0 to 9). Each image (instance)
is represented by a 784 dimensional vector, which corresponds to a
28x28 grayscale image [16]. The MNIST data set was found to be
predestined for the use in this paper, as it satisfies four prerequisites:

• no specific domain knowledge required for labeling, allowing
easy recruitment of participants for user study

• data is represented by images, which is intuitive for users
• labels are available to evaluate the results
• it has been used in related work, allowing for the comparison
of results

3.1 Step 1: Cluster
As shown in Fig. 1, the first step of identifying clusters in the data is
subdivided into dimensionality reduction and the clustering itself.

A sequence of the linear method PCA and the computationally
more expensive t-SNE method is used to project the data onto
two dimensions. In recent years, a large number of dimensionality
reduction methods have been developed. These can be divided
into linear and non-linear methods [34]. Linear methods are often
characterized by a significantly lower required computing power.
1A video showing the proposed approach is available: https://youtu.be/RsLI0dg90qE

https://youtu.be/RsLI0dg90qE
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Figure 1: The cluster-clean-label approach: In step 1, the
high-dimensional data is projected onto low-dimensional
space using a PCA and a subsequent t-SNE projection in or-
der to apply the HDBSCAN algorithm to this dimensional-
ity reduced data. In step 2, remaining outliers are removed
by the user with the help of autoencoder-based anomaly de-
tection. In the final step, labels are assigned to the cleaned
clusters by the user.

Therefore, the runtime is often significantly shorter than those of
non-linear methods. For that reason, as a first step the linear method
PCA is applied on the data set. The idea of PCA is to extract the
most relevant information on the basis of the data’s variance and
to represent it in a new set of coordinates – the so-called principal
components. Using an appropriate number of principal components,
high-dimensional data sets can be represented in a significantly
lower dimensional space without loss of much information [1]. In
this work the threshold was set to 90% explained variance, which
yields 86 dimensions for the MNIST data.

This dimensionality reduced data is further projected to two-
dimensional space using t-SNE [19]. Agis and Pozo [2] showed
that the combination of PCA and t-SNE works well in practice.
While linear methods of dimensionality reduction often focus on
displaying dissimilar data points in low-dimensional space far apart,
for high-dimensional data that lie on or near a low-dimensional
nonlinear manifold, it is more important to keep similar points
in low-dimensional space close together. Hence, t-SNE allows to
represent much of the local structure of high-dimensional data as
well as global structures such as the presence of clusters. Laurens
van der Maaten et al. [19] also state that t-SNE is better at creating
a single map that reveals structure at many different scale, than the
previously proposed SNE [14].

In Fig. 3 the projections resulting from the sequence of PCA
and t-SNE applied on the MNIST data set are shown. In Fig. 3a the
instances are colored according to their class labels, which are not
available to the user in the process of labeling.

Following the projection, the next step is to enable the user to
select the desired instances. Bernard et al. showed in [5] that the
selection of several instances makes the assignment of labels much
more efficient. Many approaches use the so-called lasso-selector to
select the instances. For data sets with a high number of instances,
however, clusters may blur into each other makingmanual selection

of instances a difficult task. Also, the required number of interac-
tions is much higher by selecting instances with the lasso-selector
than it would be by selecting entire clusters. For that reason, to
facilitate the selection of instances, a clustering algorithm is applied
on the projected data. In Fig. 3b the projected and clustered data
is depicted the way it is presented to the user. The clusters are
encoded by colors showing that the identified clusters resemble the
original class labels. In addition, instances that were not assigned
to clusters by the HDBSCAN clustering algorithm are visible.

While many former studies use the well-known k-means clus-
tering algorithms, in this study we have chosen the HDBSCAN
algorithm. The projection in Fig. 3a shows the presence of differ-
ently dense areas in the projected data. To take this property of the
data into account, a density-based clustering algorithm is used in
this approach. In contrast to k-means, where the number of desired
clusters must be known a priori, density-based methods divide the
data set into areas of high density regions separated by areas of
low density, without requiring a previously determined number
of clusters. One of the most cited approaches in this area is the
DBSCAN algorithm proposed by Ester et al. [12] which is suitable
for data sets with clusters of arbitrary shapes. However, clusters
with large differences in their densities cannot be detected. Either
way, as shown in Fig. 3, the densities in the projected data space
may differ, which makes the use of the DBSCAN algorithm only
possible to a limited extent. To overcome this limitation, hierar-
chical density-based spatial clustering of applications with noise
(HDBSCAN) was presented by Campello, Oulavi and Sander [10],
enhancing DBSCAN [12] to hierarchical clustering. The different
densities of the areas are determined, and the most relevant clusters
are identified via the hierarchical component. This makes the algo-
rithm suitable for use on data sets with clusters of very different
densities. In addition, HDBSCAN shares the DBSCAN’s character-
istic that instances can be classified as noise and thus not assigned
to a cluster. Another advantage of HDBSCAN is that the clustering
result is predominantly influenced by one parameter (the minimum
cluster size), keeping the parameterization effort relatively low.
The parameter determines the minimum number of instances in a
cluster. The higher the number, the more instances are potentially
detected as noise. The parameter value is set based on the charac-
teristics of the specific data set. The remaining parameters were
kept at their default settings. For the MNIST data set good results
are achieved with a minimum cluster size of 99, which can be seen
in Fig. 3b.

3.2 Step 2: Clean
The ideal case would be a clustering result with each cluster solely
containing instances of similar class membership. Except for very
simple data sets, this is not likely to happen. In most cases the re-
sulting clusters will contain instances of more than one class, where
one class occurs predominantly in each cluster. As shown for the
MNIST data in Fig. 3b, although the clustering is very accurate, it is
not sufficient to label on this basis. In order to assign labels on a clus-
ter basis, it is essential to further increase the purity of the clusters.
In this step of the labeling process, the user is incorporated to fulfill
the task of data cleaning in collaboration with the autoencoder, due
to the ability of humans to intuitively recognize patterns. However,
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Figure 2: Overview screen showing the clustered 2D-protection of the entire data set and dropdownmenu for cluster selection.

an instance-based removal of incorrectly assigned instances would
be infeasible due to the high number of data points. For example,
for the MNIST data set 6,000 to 7,000 instances are present in a
cluster. To reduce the selection effort unsupervised anomaly de-
tection is applied on each cluster. One promising approach is the
so-called autoencoder, which is an unsupervised variant of artificial
neural networks. An autoencoder consists of several layers and is
trained such that the input vectors are reproduced at the output
layer with the lowest possible reconstruction error [4]. In principle,
the structure can be described as two funnels placed next to each
other, where in the encoding part the number of nodes decreases
with each layer and in the decoding part increases with each layer.
In the middle of the funnels the so-called code is created, which is
a dimensionality-reduced representation of the input data [15].

One autoencoder is trained per cluster. The autoencoder will
thereby model the predominant class, for instances of other classes
the reconstruction error between input and the output is signif-
icantly higher. To ensure that the entire information content of
the data is taken into account, instead of the reduced data, the raw
high dimensional data is used as input (784 dimensions for the
MNIST data set). Since the aim is to assign a label to each cluster,
the ‘normal’ data is associated with the predominately occurring
digit and the ‘abnormal’ data thus is all instances of other digits
in the cluster. Due to cluster impurity, it is not likely to train the
autoencoder solely on instances from one class. However, since
the proportion of instances of the predominant class in a cluster
is significantly higher than the number of instances from other
classes, it can reasonably be assumed that the autoencoder is op-
timized for the reproduction of the predominant class [3]. Based
on this consideration, autoencoders seem to be predestined for this
approach.

Fig. 4 shows examples of inputs and outputs from an autoencoder
trained on the cluster predominantly containing digit 4. It can be

seen that digit 4 is reproduced with a low reconstruction error,
while digits other than 4 result in outputs with higher errors.

As the reconstruction error, the mean squared error (MSE) is
used, given by

𝑀𝑆𝐸 (𝑦,𝑦) = 1
𝑑

𝑑∑
𝑖=1

(𝑦𝑖 − 𝑦𝑖 )2 (1)

where 𝑦 is one instance at the input layer, 𝑦 the output, and 𝑑
the number of dimensions.

The reconstruction error can subsequently be used to detect
instances, that were potentially incorrectly assigned to the cluster.
However, also instances that are correctly mapped may have in-
creased errors, if they have different characteristics. An example in
the MNIST data set are digits written in a different or unreadable
way. Thus, a purely mathematical distinction is not possible for all
instances. The idea is to incorporate the user into the process for
those instances with unclear class membership which are deter-
mined by the autoencoder’s reconstruction error given by eq. (1).
These instances are displayed to the user, the decision whether
to remove an instance is taken by the user. Since clusters may
contain a larger number of incorrect assigned instances, this step
is repeated until the user is satisfied. Instances can be removed
by setting a threshold or by selecting specific instances from the
displayed instances with the highest MSE.

The user controls the trade-off between pure clusters and a high
proportion of labeled data. By simply lowering the threshold, the
data can be labeled “conservatively” by removingmore instances, re-
sulting in pure clusters but a higher number of unlabeled instances.
To support the selection of the threshold, the reconstruction error
is plotted against the instances. By ordering the instances w.r.t. to
the MSE in an ascending manner, the graph shows an exponential
course, which is predestined for an intuitive selection of the thresh-
old. To keep the task easy, selection is possible directly by clicking
on the graph. More refined adjustments are made by instance-based
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(a)

(b)

Figure 3: MNIST data set projected to 2-dimensional space
with PCA and subsequent t-SNE: (a) colored according to
original label, and (b) colored according to HDBSCAN clus-
tering result.

Figure 4: Examples of inputs and outputs of an autoencoder
trained on the MINST data on the cluster predominantly
containing digit 4.

selection in the set of suggested instances. Therefore, the 100 in-
stances (images for MNIST) with the highest MSE are displayed
(see Fig. 5, right), where instance-based selection is possible by
clicking on the corresponding image. Fig. 5 shows the implemented
screens for the selection process. Summarized, the cleaning step is
composed of the following sequence of steps:

(1) an autoencoder is trained and creates reconstructed outputs
(2) for each instance, the mean squared error (MSE) between

input and output is calculated and the instances are sorted
w.r.t. the MSE in ascending order

(3) the error curve is plotted w.r.t. the sorted instances and the
100 instances with highest MSE are displayed (see Fig. 5)

(4) the user decides which instances should be removed from the
cluster based on a threshold or on instance-based selection
from the suggested candidates

3.3 Step 3: Label
After iterative cleaning of the individual clusters by an interplay of
user and machine learning models, the impurity in the clusters has
been reduced.

This leads to the fact that labels can be assigned to whole clusters.
Thereby it is possible to label a huge amount of instances at a time
with a high accuracy. To let the user determine the class of a cluster,
five instances per cluster are displayed as representatives, enabling
the user to assign a label.

4 EVALUATION: USER STUDY
In order to evaluate the developed tool and to get further insights
for improving the approach, we conducted a user study. As the
developed tool aims to integrate the user into the labeling process,
it is essential that it is tested and evaluated by real users.

4.1 Participants
We recruited 25 participants for the user study. The age of the
participants ranged from 21 to 66. The average age was 31.5 years
with a standard deviation of 13.7. The group was composed of 11
women and 14 men. All participants received a short introduction
into the topic of this work. Thereby, the concept of labeling was
explained. After this introduction, the tool was demonstrated in
an exemplary way to show the functionality. Special attention was
paid not to give any recommendations for actions and to limit the
introduction to the functionality of the tool. The participants had
no machine learning knowledge, used the tool for the first time and
had never worked with the MNIST data set. In addition, care was
taken to ensure that the test persons are sufficiently familiar with
the use of computer programs so that biased results due to general
operating errors can be excluded.

4.2 Task
For the realization of a user study it was necessary to break down
the tasks into the essential components. Since the main focus of
this work is the human-machine interaction in the area of cluster
cleaning, the projection onto 2-dimensional space as well as the
clustering algorithm were applied in advance. For this purpose, the
clustering parameters were set such that the high-density regions
are mapped. Accordingly, each participant started in the overview
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Figure 5: Cleaning screen: On the left the MSE is plotted over number of instances. On the right 100 instances with highest
MSE are displayed.

screen shown in Fig. 2. The participants were then given the task
to label the entire MNIST data set, where the starting point was
the initial clustering shown in the 2D-projection. Instances not
belonging to the cluster were to be removed. Users had the choice
to select individual instances or to set a threshold in each run.
Participants were told that they can stop the cleaning process for
each cluster once they are satisfied with the cluster purity. This
should correspond to a real world scenario in which the decision
about sufficient purity is most likely made by the domain experts.
No time limit was set in order not to influence the results by putting
the participant under pressure. The elapsed processing time was,
however, measured. All participants started with the same initial
state. After having cleaned all clusters, the participants assigned
labels to the individual clusters. Based on the resulting labeled data
set the accuracy was calculated.

4.3 Experimental Results
For a data set 𝐷 , the subset of instances labeled by the user is
denoted as 𝐿, the unlabeled instances as𝑈 . To evaluate the approach,
the class labels – which are obviously not available in a real-world
scenario – are used to determine the number of correctly labeled
instances denoted as𝐶 , i.e.𝐶 ⊆ 𝐿 ⊆ 𝐷 . We denote |𝐷 |, |𝐿 |, |𝑈 |, and
|𝐶 | as the respective number of instances.

We introduce the proportion of labeled data points as

proplabeled =
|𝐿 |
|𝐷 | (2)

and the proportion of correctly labeled instances as

parameters value
participants in user study 25
instances to be labeled |𝐷 | 70,000
labeled instances |𝐿 | 64,113
proplabeled 91.59%
acclabeled 98.99%
standard deviation of acclabeled 0.0016

Table 1: Results on MNIST data set averaged over the 25 par-
ticipants of the user study.

acclabeled =
|𝐶 |
|𝐿 | (3)

which is used as the measure for the achieved accuracy.
Table 1 shows the achieved results averaged over all participants.

On average |𝐿 | = 64, 113 instances were labeled during the user
study, which corresponds to proplabeled = 91.59% of the whole data
set 𝐷 with 70,000 instances. An accuracy of acclabeled = 98.99%
was achieved, i.e. the vast majority of the labeled instances 𝐿 corre-
sponded to the true class label.

In Fig. 6 the results of all participants are shown. It is noticeable
that the variance of the achieved accuracy of the cluster containing
mainly digit 9 is significantly higher compared to the other clusters.
Moreover, in this cluster the mean achieved accuracy is lower.

The results show that we are able to improve state-of-the-art
approaches. Vajda et al. [30] for instance reached an accuracy of
96.37% for 54.76% of the training data of the MNIST data set in their
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Figure 6: Accuracy of labeled instances over all clusters.

interactive labeling approach. Nevertheless, even this smaller subset
was enough to train a k-nearest neighbor classifier that achieved
an accuracy of 94.81% on test data. Moreover, the conducted user
study showed that even users with almost no machine learning
knowledge were able to achieve notable results with our approach.
Especially in real-world problems this is a point not to be neglected.
To interpret data of real-world problems, the knowledge of domain
specialists is often required. However, they do not always have
expertise to handle complex machine learning software.

A second insight is that the performance of the newly developed
method varies over the clusters. Table 2 shows the average accuracy
and standard deviation for each cluster. Approximately 3.5% of the
instances labeled as digit 9 are in fact different digits. This can
be explained by the similarity of digit 9 to many others like 4.
Nevertheless, the performance over all clusters is very promising
and was efficiently achieved within an averaged processing time of
1 hour and 42 minutes (median: 1 h 38 min, Q1: 1 h 16 min, Q3: 2 h).

4.4 Usability score
To evaluate the usability of the developed tool, we conducted a
user survey among the participants of the user study, where 21
of the participants responded. We used the System Usability Scale
(SUS) proposed by Brooke [7], which is a questionnaire comprising
10 pre-defined questions. As a result, the systems usability can be
represented by a standardized evaluation procedure. The SUS score
is in the range of 0..100, where 100 represents perfect usability. The
mean score, which demonstrate an acceptable level of usability, is
reported to be 68 [27]. The survey yielded an SUS score of 81.1 for
our tool, which according to [27] can be mapped to the letter grade
𝐴 or the adjective excellent.

4.5 Discussion
The results achieved during the user study clearly show the possi-
bility of labeling a data set with the developed tool, even without
having a profound knowledge of machine learning. In addition, we
have also gained insights that require further discussion. For exam-
ple, we revealed that the performance of the developed application
varies over the classes, in the used data set the different digits. In
the user study, cluster cleaning performed most ineffectively for
the cluster that predominantly contains digit 9. Considering the
images available in the data set, intuitive similarities between digits

9 and 4 can often be recognized. A comparable assessment of the
difficulties in distinguishing between digits 9 and 4, has already
been published in [30]. Due to this similarity, among the instances
that were suggested by the autoencoder by means of a low recon-
struction error (eq. (1)) as not belonging to the class, untypical
instances of digit 9 were present together with some instances of
digits 4 and others. In order to investigate this problem further, in
future work various methods of anomaly detection will be tested
and the autoencoder used will be further improved.

Furthermore, while conducting the user study we noticed that
participants tended to remove instances from the cluster, which
should have remained in cluster. On the other hand, instances
which were suggested as not belonging to the cluster were left
in the cluster, although they actually did not match the later as-
signed class label. In a later informal interview, many participants
stated that they had difficulties in reaching a decision due to the
unclear handwriting of the respective MNIST digits. This shows
that the measured accuracy not only measures the effectiveness of
the anomaly detection, but also strongly depends on the individual
perception and the accuracy of the participants.

It should be noted that not the entire data set was labeled, which
is consistent to the results reported in [30]. In the user study 8.41%
of the instances remained unlabeled. However, those instances can
be labeled using label propagation e.g. with supervised models as
shown in [30].

5 CONCLUSION
In this paper the novel approach cluster-clean-label to interactively
label high-dimensional data was proposed. For efficient labeling,
we combined the strengths of humans and unsupervised machine
learning methods. We reduced the dimensionality of the data to
two dimensions using a PCA and a t-SNE projection. By applying
the HDBSCAN clustering algorithm clusters of instances with po-
tentially similar class membership are found. The user is supported
in cleaning the clusters by an anomaly detection algorithm based
on autoencoders. In a final step, the user labels a huge amount
of data by assigning labels to the cleaned cluster. We evaluated
the approach with a user study where an average of 91.59% of the
instances were labeled with an accuracy of 98.99%.

In future work we plan to evaluate the user interactions taking
place when operating the tool and the evolvement of accuracies
and proportions of labeled data.
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Cluster 0 1 2 3 4 5 6 7 8 9
acclabeled 99.70% 99.86% 98.93% 98.93% 99.13% 99.09% 99.44% 99.12% 99.11% 96.55%
standard deviation 0.0010 0.0012 0.0016 0.0017 0.0016 0.0023 0.0014 0.0030 0.0013 0.0057

Table 2: Accuracies per cluster averaged over all 25 participants.

Additionally, there is optimization potential by improving the
accuracy of the cleaning step. Promising solutions could be deeper
or alternative network architectures which, however, need to be
computationally efficient enough in order not to slow down the
interactive process. Furthermore, machine learning models could be
used to classify the remaining set of unlabeled instances based on
the labeled data and hence increase the total amount of labeled data.
Moreover, the approach of Vajda et al. could be implemented to in-
crease comparability and to measure the processing time. Although
we suspect that the approach is at least applicable to clusterable
image data, which can be displayed in thumbnail view, and to a
subsequence of time series data, the approach should be tested
on real-world data sets in future work. This would increase the
external validity of our results and also verify the applicability in
real-world scenarios.
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