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Abstract: Emotional intelligence plays an essential role in negotiations. In this 

work we present an approach for emotion recognition (sentiment detection) based 

on the characteristics of the human voice. It is shown how such an approach can 

support negotiators to train their emotional intelligence prior to negotiations.  

Using methods from the field of deep learning, in specific convolutional neural 

networks, a prototype was developed. The approach is tested and thus validated 

by various experiments on voice recordings, showing that it is possible to 

determine emotions to a certain accuracy in real time. This can help, especially 

young and inexperienced negotiators, to prepare for important negotiations. It is 

shown that the prototype can make a valuable contribution in the run-up to 

negotiations through constructive projects. 
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Introduction 

Many people are not aware that they are unconsciously aggressive or even fearful. 

With these patterns of behavior, for example, one party at the negotiation can be 

suppressed and thus (significantly) reduce the success for their own company. 

However, the conflicting interests of the various parties can also give rise to these 

patterns of behavior. For some people they become noticeable through their behavior, 

for others through the way they express themselves, or even through their voice. This 

shows that emotions appear in different ways and can occur especially in the undesired 

moments. Particularly in distributive negotiations, the focus is on maximizing your own 

benefit. Nevertheless, it is neglected that the relationship with the other parties is an 

important element to bringing a negotiation situation to a successful conclusion. The 

described technique is used in integrative negotiations [1]. Therefore, it is not far off 

that emotions play an essential role here, or would you want to give your counterpart a 

piece of the cake, although he just verbally hit you in a tour? - Probably not.  



   

 

   

 

So, wouldn't it make sense to be able to recognize and train emotions in real time by 

means of the voice in order to make negotiations influenceable in advance? 

 

To make the responsible emotions recognizable on both sides, a technical application 

is able to help. Results have already been achieved in this area. In particular that very 

strong emotions have a strong influence on negotiations. [2] [3] [11] However, in the 

most papers only the physical characteristics of the people were considered. [11] [12] 

[13] In order to extend the approach from the physical characteristics or even to replace 

it, an application like this prototype can help. This is primarily intended to recognize 

emotions by voice and help inexperienced negotiators in training scenarios as follows. 

Such a training scenario could be conducted by negotiation trainers or psychologists. 

The prototype shows simultaneously the hidden emotional states. This makes the 

negotiation training more efficient and the trainers can directly point out the weaknesses 

of the person to be trained. Subsequently, the emotional intelligence can be trained 

directly at the weak point. For this reason, the following two research questions attempt 

to clarify how helpful a developed application that classifies emotions in real time is: 

 

(1) Is it possible to measure and classify emotions with the help of a deep neural 

network using the characteristics of the voice. 

 

(2) Is a software able to support negotiations in advance by classifying emotions (e.g. 

during trainings or educations)? 

 

A first prototype was developed in the context of this work and validated by a test. 

In the further process the prototype will be improved by additional experiments.  

Theoretical background and related work 

In psychology, emotions are described by emotional states. These usually consist of 

a chain of feelings such as joy, sadness, anger, fear, disgust or surprise. Emotions can 

affect feelings, the physical state and behavior. Through personal experience, the 

intensity of the perception of emotions can vary. This makes it almost impossible to 

trigger and measure emotions for everyone in the same way. Furthermore, studies prove 

that emotions can have an impact on a person's health. However, the expression of 

emotions can also be lived out in different ways depending on the culture. In context of 

this emotions can also have a very deep impact in negotiations [4] [5] [7] [8] [10]. 

Nevertheless, the different emotions can be simplified in a two-dimensional model. This 

concept has already been described by Russel [6] in 1980 and by Sharma et al. in 2008 

[12]. With the help of this model, emotions can be classified according to their intensity 

and their negative or positive rating. It is important to know what physical effects can 

be triggered by emotions. For example, the heart rate of a person will increase in 

stressful situations [11]. For others, skin conductance decreases when they feel angry 

[12]. In addition to the effects already mentioned, there are other effects, such as 

changes in brain waves or blood pressure [11] [12] [13]. Furthermore, people's facial 

expressions and gestures could change. Thus, a camera can be combined with face 



   

 

   

 

tracking to confirm whether a person is happy or angry [13] [14]. These findings can be 

used to generate new training data or to check the current emotion using medical 

parameters. By triggering emotions, the physical effects on the body described above 

can be triggered. Emotions can be evoked naturally and artificially.  Triggers can be 

pictures and music- or videoclips. These triggers can consciously and unconsciously 

trigger various emotions. However, the culture or personal taste plays an important role 

too [10] [11] [12] [15]. Angry and loud people and their posture can also be triggered. 

Depending on the level of emotion and how it appears, a disinterest can be triggered in 

conversation partners [15] [16] [17] [18]. This can massively affect negotiations. That 

is why we have to bring the emotions closer in the process of negotiations. At first, we 

can mention Bercovitch [19]. He discussed the problems in negotiations in 1984. In his 

scientific work he described the problems of a conflict as well as the topic of conflict 

management in negotiations. Both parts are mostly accompanied with emotions. He also 

dealt with the psychological approaches, as well as the personal abilities of the 

negotiating partners. This topic was also addressed by Druckman et al. [17]. The authors 

showed in general how emotions influence negotiations. They described that i. e. angry 

can influence the outcome of a negotiation on a positive and negative way. It depends 

on the objective of the negotiators. In order to make the results of Druckman et al. even 

clearer, the strong emotion of fear can also be considered. Once the negotiators are in 

an anxious state, there is a risk that they may react intimidated, dejected or even shaken. 

Positive emotions, such as happy, can also influence the outcome of negotiations 

through mutual trust and good cooperation [10] [5] [9]. These relationships can be used 

to recognize emotions and to train the emotional intelligence. In order to be able to use 

emotions consciously, Bosley et al. investigated, among other things, the training of 

emotions [20]. Holt et al. also examined how emotional intelligence can affect 

negotiations and other professional situations [21]. Finally, we want to establish a 

connection between those issues. 

The human language contains essential information about their emotions. For 

example, emotions can be recognized through semantics. In this case people can fake 

certain emotions by choosing their words. However, it is also possible to recognize 

emotions by the pitch of the sound of voice. This can be achieved with software and 

hardware. Especially the author Bernd Schuller plays a major role in the area of 

emotions and the ways to recognize them [22] [23] [24]. In his first relevant article to 

this work, Schuller et al. [24] presented a prototype that runs as an application on 

Android smartphones and recognizes emotions by means of a neural network. This 

application was developed for a company, called audEERING, and is now actively 

marketed to support call centers [34]. Another article by Schuller et al. [23] describes 

the use of a new innovative neural network (Long Short-Term Memory Recurrent 

Neural Network - LSTM RNN, proposed by Hochreiter and Schmidhuber back in 1997 

[34]). This network is designed to detect speech overlaps and filters out non-speech. It 

also recognizes the gender of the speaker. Furthermore, it was also used for the 

application already presented above. In addition to Schuller, other scientists also 

investigated the problem of sentiment detection. Based on these sources, it can be said 

that negotiations can be specifically influenced by training of the voice. This can be 

realized by a software that recognizes emotions in the voice in real time. It will be 

explained in the next section.  



   

 

   

 

In order to be able to measure emotions via the voice, we have used the technology 

of deep neural networks. Artificial neural networks (ANN) are comparable to the 

human nervous system. These nervous systems consist of innumerable neurons that can 

simultaneously receive, process and output information. Neural networks belong to the 

subfield of artificial intelligence (AI) [22] [25] [26] [27]. The components of neural 

networks can be used and configured individually. We have selected so called 

Convolutional Neural Networks (CNN). These will be trained with labelled data and 

can then independently and reliably divide patterns and relationships into predefined 

classes. They are a widespread form of deep neural networks and are often used in 

speech and image recognition. Like a conventional neural network, CNNs consist of 

different layers. In convolution layers, each neuron is connected to each neuron of the 

previous layer. For example, CNNs exploit certain properties of input data from 

neighborhoods between pixels in an image. All of these properties can be seen as 

differentiating them from other machine learning methods, such as ensembler and 

clustering. However, the theory of depth is not part of this work and will not be 

discussed further. The developed prototype is explained in the next section. 

The approach: Sentiment detection using deep learning 

The problem of sentiment detection from audio signals was addressed with methods 

of machine learning, in specific classification, which refers to the assignment of data 

vectors to one of N classes.  In a first step a machine learning model is trained on data 

vectors with known classes. Following that, unknown data is classified using the fitted 

model. The input data consists of voice recordings of sentences spoken by various 

actors in different moods: “neutral”, “happy”, “angry” and “fearful”. As training data, 

we used the "RAVDESS Dataset" [30] and the "European Stimulus Dataset" [31]. The 

audio signals correspond to one univariate time series per test person and sentence. The 

goal is to build a model that can classify new voice recordings as any of these four 

classes, i.e. sentiment detection on voice recordings. This could be achieved using 

feature extraction methods from the speech recognition domain, e.g. the extraction of 

features from the frequency domain. Alternatively, machine learning models like 

recurrent neural networks could be applied to the raw time series. In this paper, the 

knowledge about relationships between ascendant datapoints within the time series is 

exploited: each voice recording is transformed to a two-dimensional image showing the 

signal plot (wave plot). The images are used to train a convolutional neural network – 

which is a specific type of artificial neural network from the field of deep learning. 

 

Tensorflow and Keras, which are special software libraries for machine learning, 

were used as a basis [28] [29]. By the interplay of these two frameworks an artificial 

neural network can be developed relatively easily. For the implementation we used a 

so-called 2-dimensional Convolutional Neural Network. However, before the network 

can be trained, the voice recordings in the training data were transformed to waveplots 

(= signal plots). 

 



   

 

   

 

In the process of hyperparameter tuning (which means testing of different 

configurations of the neural network), a Convolutional Neural Network with three 

convolutional layers, three dense layers and the available training data was used. 

Additionally, the function to reduce the learning rate on a plateau was used. This 

function looks for certain conditions and adjusts the speed of the learning process. This 

can improve the accuracy of the neural network. The optimal configuration of the neural 

network can only be determined by multiple tests with different hyperparameters. 

Finally, the configuration of the network which has achieved the highest accuracy and 

lowest loss will be selected. 

 

The trained model was embedded into a program with a graphical user interface 

(GUI). This GUI takes contains a start and stop button. By pressing the “start button” 

the voice recording is started, recording 2.5 seconds of audio. Subsequently, a waveplot 

is generated from this recording and transferred to the neural network. This creates a 

prediction of the emotion and writes it into a text file. To terminate the voice recording, 

the “stop button” must be pressed. Only a standard microphone is required for the voice 

recordings. 

 

 

Figure 1: Data flow model 

Scientific Experiments 

Essentially, three experiments were planned in order to present the individual results 

in a structured manner. These should validate our prototype and show whether a neural 

network can recognize emotions.  In the further course of the conference it will also be 

clarified whether the created prototype can be used in negotiation situations or for 

training scenarios.  So far, the first experiment has been conducted. The second and 

third experiments will be prepared soon. In the following, the individual scientific 

experiments will be explained in more detail. 



   

 

   

 

Scientific Experiment I: hold-out test set 

The first experiment evaluates the accuracy of the neural network with a hold-out 

test set of preselected voice recordings. For this purpose, about 80 speech recordings of 

each emotion were separated from the complete data set prior to training and not used 

to train the neural network. This is a common approach in machine learning to estimate 

the error on new data. It might however underestimate the effect of overfitting, since 

this test set contains recordings of the test persons included in the training set. 

Scientific Experiment II: test on new test persons 

In the second experiment, the neural network classifies voice recordings that were 

recorded from randomly selected persons not included in the training set. The goal is 

to test how the neural network can deal with unknown voices in potentially different 

environments.  

 

Scientific Experiment III: test data from real negotiations 

 

The last scientific experiment is carried out with voice recordings from test persons 

that were not included in the training set, and in addition to experiment II, were 

conducting real negotiations. This scientific experiment is based on the so-called 

dictator game which is a modification of the ultimatum game. Basically, two partners 

(A1 and A2) negotiate with each other. For example, A1 has 20€ and has to decide how 

much of his money he/she wants to give to A2. In a standard ultimatum game, A2 can 

accept or reject the offer. If A2 rejects the offer, neither of the two parties get any 

money. However, if A2 accepts the offer, the money is distributed as agreed. In the 

dictator game, party A2 cannot reject A1's offer. In addition, in our variant, A2 should 

trade for the highest possible amount and convince A1 to give away as much of his/her 

share as possible. Furthermore, A2 has only a certain amount of time to convince A1 

to accept the offer. In this scientific experiment party A1 is the role of the test persons.  

Time pressure and the need for increasing the own outcome should trigger various 

emotions in A2. For this purpose, we used the developed prototype, which records and 

evaluates the speech in real time and saves the determined emotion in a text file. This 

text file will be evaluated to validate the neural network in a real-time environment [32] 

[33].  



   

 

   

 

Experimental Results 

Results on validation sets during training 

2272 recordings were used by the neural network for training.  However, 15% must 

still be deducted for the validation set. With these recordings we achieved a 

val_accuracy of almost 70%. The val_accuracy indicates the accuracy of the predictions 

of a randomly separated validation set after each training period. However, the general 

accuracy continued to increase (see Figure 2). It is interesting to note that the 

val_accuracy does not decrease and remains constant at about 70%, which may be due 

to the overfitting described below.  

 

Figure 2: Accuracy vs. val_accuracy 

The values for loss are similar (see Figure 3). The general loss decreases after almost 

every epoch and approaches the value 0, whereas the val_loss stagnates like the 

val_accuracy. The loss shows how close the neural network is to the optimum. At about 

0.85 it stops decreasing and gets a very slightly increasing tendency.  

 

 

Figure 3: Loss vs. val_loss 

Both the accuracy and the loss indicate an overfitting of the neural network. 

Overfitting is the memorization or over adaptation of training data and the resulting 



   

 

   

 

lack of generalization. This can cause the neural network to classify test data incorrectly 

because it cannot handle the generalization of the problem. This can possibly be solved 

with a few improvements (see discussion and conclusion).  

Scientific experiment I: results on hold-out test set 

For the first scientific experiment, we selected 275 recordings in advance, which 

were not used to train the ANN. This enabled us to test the neural network with the 

same subjects with whom it was trained. So, we had 80 recordings for each emotion, 

with the exception of the emotion “fear”. In this case we just used 35 recordings. In this 

experiment we reached a general accuracy of 66.91%. The exact results are shown in 

the Confusion Matrix (Figure 4). Especially the emotion “neutral” (accuracy of 

81.25%) could be predicted very well by the neural network. Likewise, the neural 

network was able to detect “fear” quite well with an accuracy of 77.14%. The emotions 

“happy” and “angry” (accuracy of 58.75% and 56.25%) were not recognized very well. 

We noticed that the neural network recognized “neutral” for the emotion “happy” and 

the emotion “happy” for “angry” more often than the other emotions. 

 

 

Figure 4: confusion matrix for the scientific experiment 1 

Discussion and Conclusion 

There is still some work left. The prototype and the experiment will be evaluated in 

more detail. Furthermore, the research questions posed in the introduction are to be 

answered. As this is a prototype, the main focus of this scientific work was to answer 

the questions of (1) how emotions can be recognized and classified with the help of 

software and (2) whether this software can support negotiations in advance.   

 

(1) Is it possible to measure and classify emotions with the help of a deep neural 

network using the characteristics of the voice. 

 

During the individual experiments it was noticed that the neural network still has 

problems with different voices. In order to recognize individual emotions with poor 

performance better, it is possible to train them with more training data. However, due 

to the limited amount of training and test data the number could not be increased 

individually. Therefore, the neural network should be trained with the trainees prior to 

each training session. By this way the neural network is prepared for the new voices 



   

 

   

 

and can predict the trainees' emotions more exactly. During the additional training, the 

emotions of the speakers should also be measured, e.g. by using clinical measurements, 

in order to avoid incorrect inputs. Furthermore, a function should be included which 

can recognize the different negotiators by their voice. In addition, the neural network 

can be continuously improved using this approach by obtaining more and more training 

data. Over this way the current deficit of training data can be eliminated in the long-

term. Nevertheless, with the help of scientific experiments and literature research we 

can assume that the prototype can be improved to generate better results.  

 

(2) Is a software able to support negotiations in advance by classifying emotions (e.g. 

during trainings or educations)? 

 

This research question is intended to clarify whether the prototype can help to train 

emotional intelligence. The prototype presented in this article is based on a person's 

voice and classifies emotions using waveplots in real time. Thus, the neural network 

does not exclusively accept words and cannot be manipulated by the choice of words. 

Due to this characteristic, a training of emotional intelligence can be performed prior 

to a negotiation. This can be used to prepare future participants of negotiations. Thus, 

a subsequent analysis and final training of the emotional intelligence should be 

possible. The goal should be to train participants to get deeper insights into their own 

feelings and to better control them.  

 

After addressing the two research questions, it can be said, that an application that 

recognizes emotions by voice and therefore helps to train emotional intelligence can 

provide great value. Especially young and inexperienced people, who may be attending 

their first negotiation, can benefit from such an application and learn a lot about their 

own emotions. 

Outlook 

In the following, the authors' suggestions for further work are explained.  The legal, 

technical and medical areas can be considered, which depend very much on regional 

characteristics.  

The current state of the art allows applications to be created that penetrate into the 

world of human emotions and emotional intelligence. With these novel applications, 

human behavior can be observed and analyzed much more closely. The presented 

prototype of a fully functional neural network, which is used for the recognition and 

training of emotional intelligence, can become a pioneering project through further 

research. Above all, more training data must be made available. Here it would make 

sense to evoke the emotions with the help of different triggers and to validate them by 

clinical measurement methods. In addition, market studies should be conducted on the 

acceptance of such a technique, because negotiations as well as preparations and 

training still take place in the traditional way, without any technical support. The 

introduction of modern technologies into traditional procedures is often delayed and 



   

 

   

 

this work should accelerate this process.  In this way, negotiations can be optimized in 

advance in a more fundamental way than before. 
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